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51  Kesimpulan
Studi ini mengevaluasi pendekatan pembelajaran mesin yang digunakan
dalam pembangunan sistem deteksi berita palsu untuk media di Indonesia dengan
memanfaatkan berbagai metrik evaluasi. .ﬁp model mampu mengidentifikasi
berita secara efektif, dilakukan serangkaian prosedur pra-perlakuan data seperti
pembersihan toks, tokenisasiy serta ckstraksi fitur menggunakan TF-IDF. Langkah-
langkah ini bertujuan menghasilkan dataset yang seimbang .hlq'a berita asli dan
hemp-y!n sehingga model dapat dilatih dengan lebih optimal. Hasil penelitizn
. ukkan halwa SVM memberikan perfummlkm.ahﬂml mencapai
9?!5. K‘Emjn model semakin ditingkatkan melalul penyesuatan ]!Iipglpammler
nakan GridSearchCV, yung menegaskan pentingnya pemilihan metode
lerhiﬁ mﬂu optimasi parameter untuk meningkatkan presisi identifikasi berita
M&M demikian, model ini mepuliki keterbatosan dalam hal generalisasi,
mengingal ﬂt,lﬂ_ihnnya menggunakan dataset berukuran kecil yang berisi berita
dﬂnm bahasa Indonesia sehingos kemungkinan Lumngﬁlﬂ'jthl diterapkan pada
bahasa atau konteks lain.
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Untuk penelitian ini, dissmnkan agar penelition di masa depan dapat
meng&’yllmﬁi mﬂ algoritma deep learning, m Convolutional Neural
Networks (ENN) ‘stau Recurent Neural Networks gﬂm} vang telah terbukti
efiektif dalam tugas klasifikasi teks dun dapat memberikan hasil lebih optimal pada
dataset berita vang lebih kompleks. Selain . p!neﬁtlnn selanjutnya juga dapat
memperiuas cakupan dataset dengan memasukkan data dan berbagai bahasa atau

platform berita lain, serta mempertimbangkan integrasi teknik lain seperti transfer
learning untuk meningkatkan kinerja model pada dataset terbatas. Penelitian im
juga dapat mengembangkan sistem deteksi hoaks yang lebih interaktif, misalnya
dengan menggunakan sistem berbasis aplikasi mobile, guna mempermudah
masyarakat dalum memverifikasi berita hoaks secara langsung di media sosial.
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