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INTISARI

Di media sosial dan platform berita, mendeteksi berita palsu menjadi
krusial. Lima algoritma pembelajaran mesin, yaitu K-Nearest Neighbors, Naive
Bayes, Random Forest, Support Vector Machine, dan XGBoost, digunakan dalam
sistem deteksi berita palsu yang diusulkan dalam studi ini untuk mengklasifikasikan
berita. Prapemrosesan teks, prosedur klasifikasi, dan penyetelan hiperparameter
GridSearchCV merupakan tiga bagian utama sistem ini. Persentase hoaks dan berita
yang sah cukup tinggi dapat ditemukan dalam 3000 item berita dalam dataset, yang
dibagi menjadi 80% pelatihan dan 20% pengujian. Pembersihan data, tokenisasi,
eliminasi stopword, dan komputasi 7F-IDF untuk ekstraksi fitur merupakan
langkah-langkah dalam prosedur prapemrosesan teks. Berdasarkan hasil evaluasi,
model SVM memiliki akurasi terbaik (97%), diikuti oleh Random Forest dan
XGBoost, yang keduanya memiliki akurasi 96%. Model-model ini berkinerja sangat
baik dalam hal presisi, recall, dan skor F1, yang secara efektif membedakan antara
berita yang sah dan palsu. Semua algoritma menunjukkan peningkatan kinerja yang
signifikan selama penyetelan GridSearchCV, dengan SVM mempertahankan
akurasinya yang lebih baik. Dengan temuan-temuan yang relevan dan aplikasi yang
bermanfaat dalam sistem deteksi otomatis, studi ini menunjukkan bahwa
penggunaan algoritma pembelajaran mesin dalam identifikasi berita hoaks dapat

meningkatkan efektivitas verifikasi berita di Indonesia.

Kata kunci: Berita hoax, Deteksi hoax, Pembelajaran mesin, Algoritma

klasifikasi, Klasifikasi teks.
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ABSTRACT

In social media and news platforms, spotting fake news has become crucial.
Five machine learning algorithms K-Nearest Neighbors, Naive Bayes, Random
Forest, Support Vector Machine, and XGBoost are used in this study's proposed
fake news detection system to classify news. Text preprocessing, the classification
procedure, and GridSearchCV Hyperparameter Tuning make up this system's three
primary parts. A fair percentage of hoaxes and legitimate news can be found in the
3000 news items in the dataset, which is split into 80% training and 20% testing.
Data cleansing, tokenization, stopword elimination, and TF-IDF computation for
feature extraction are all steps in the text preprocessing procedure. According to
the evaluation results, the SVM model had the best accuracy (97%), followed by
Random Forest and XGBoost, both of which had 96% accuracy. These models
perform exceptionally well in terms of precision, recall, and Fl-score, effectively
differentiating between legitimate and fake news. All algorithms demonstrated
notable performance gains during GridSearchCV tuning, with SVM maintaining its
better accuracy. With pertinent findings and useful applications in automated
detection systems, this study shows that the employment of machine learning
algorithms in hoax news identification can increase the efficacy of news verification

in Indonesia.

Keyword: Hoax news, Hoax detection, Machine learning, Classification

algorithms, Text classification.
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