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pola data historis.
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pemisahan atribut terbaik.

Cabang dari kecerdasan buatan yang memungkinkan sistem
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INTISARI

Pemberian kredit kepada nasabah merupakan aktivitas utama perbankan
yang mengandung risiko kegagalan pembayaran. Risiko ini dapat menimbulkan
kerugian finansial jika tidak diantisipasi sejak dini. Oleh karena itu, diperlukan
sistem prediksi yang mampu mengidentifikasi nasabah dengan potensi gagal bayar.
Penelitian ini bertujuan untuk membangun model prediksi kegagalan kredit
menggunakan algoritma Decision Tree C4.5 guna meminimalkan risiko kredit pada
bank. Dataset yang digunakan berasal dari Kaggle, berjumlah 7.500 data pinjaman
dengan 18 atribut fitur. Proses penelitian meliputi eksplorasi data, pembersihan
data, transformasi atribut, penyeimbangan data menggunakan SMOTE, serta
pelatihan model dan tuning hyperparameter menggunakan GridSearchCV.

Evaluasi model dilakukan menggunakan confusion matrix, classification
report, ROC curve, dan AUC. Hasil penelitian menunjukkan bahwa model
menghasilkan akurasi sebesar 79%, dengan precision, recall, dan F1-score yang
seimbang antara kelas gagal bayar dan tidak. Nilai AUC sebesar 0.80 menunjukkan
bahwa model memiliki kemampuan klasifikasi yang cukup baik. Atribut yang
paling berpengaruh dalam prediksi adalah Credit Score, Monthly Debt, dan Annual
Income. Hasil ini menunjukkan bahwa algoritma Decision Tree C4.5 dapat
diandalkan sebagai alat bantu dalam pengambilan keputusan kredit untuk
meminimalkan risiko kegagalan pembayaran.

Kata kunci: Kredit, Gagal Bayar, Prediksi, Decision Tree, Risiko Bank
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ABSTRACT

Credit distribution is a core banking activity that involves the risk of
payment default. This risk may lead to financial loss if not anticipated early.
Therefore, a prediction system is required to identify potential defaulting
customers. This study aims to develop a credit default prediction model using the
Decision Tree C4.5 algorithm to minimize credit risk for banks. The dataset used is
sourced from Kaggle, consisting of 7,500 loan records with 18 feature attributes.
The research process includes data exploration, cleaning, transformation,
balancing using SMOTE, model training, and hyperparameter tuning using
GridSearchCV.

The model was evaluated using confusion matrix, classification report,
ROC curve, and AUC. The results show that the model achieved 79% accuracy,
with balanced precision, recall, and Fl-score for both default and non-default
classes. An AUC score of 0.80% indicates that the model performs well in
classification tasks. The most influential attributes in the prediction are Credit
Score, Monthly Debt, and Annual Income. These findings demonstrate that the
Decision Tree C4.5 algorithm can serve as a reliable tool for supporting credit
decision-making to minimize payment default risk.

Keyword: Credit, Default, Prediction, Decision Tree, Bank Risk
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