CHAPTER1
INTRODUCTION

1.1 Background

Now we live in an era with a tremendous and extensive amount of data. [t
is recorded that 39.5% of the wnrlds?ﬂ! InIhm population are internet users,

AT Anmm:pieum:hhwmdwmd.ﬁ :
tions are one of the biggest problems because it v

Rocchio. Boosting and Baggingeio
KNN, 8VM. Decision Tree. CR ndom Forest,
Meanwhile, C. Aggarwal [6] groups the Naive Bayes Classifier and Luglsm:
Regression in the Probabilistic Classifier and adds & Neural Network to complete
the algorithm mentioned in [5].

Rocchio and logistic regression are algorithms that are easy to implement;
besides. the process and resources for computation are low. but Rocchio is not
very good for multiclass datasets, and the algorithm is not very powerful.




KNN is one of the practical algonthms for text datasets and can handle
multiclass datasets, but the computation is very high. Determining the optimal k
value and finding the meaningful distance in the text dataset is the difficult part.

Decision Tree 1s a high-speed algorithm for prediction, but it is susceptible
to the slightest disturbance i the data,

SVM has initinlly been designed for binary classification. To be applied to
multiclass classification, it can use the one vs. rest, one vs. one, and the kemel
method. Still. the wse of the kernel ha8 theidisadvantage that it is difficult to

ng problems and training model

which increase the data dimensions. Besides, feuhmdnlnwﬂ]typcgmphlml
ermor is liable to the conditional probability to be 0, which can affect the posterior
probability and undoubtedly affect the classification’s accuracy.

Hence, phenomena and problems in typographical errors must be resolved.
String matching can be a solution to comect typography by comparing two
different strings. One of the existing algoriihms performing string matching to



comrect typographical errors is Levenshtein Distance used in research [8], [9],
[107. [11], and [12], Some others, like [13]. had applied spell correction and got

1.2 Problems

=

. Do typographical errors affect the classification model’s performance?
. How do typographical errors affect the classification model’s

=]




1.4 Research Furpose

|. Find out whether typographical errors can affect the performance of the
classification model.

2. Understand how typographical emor affects classification model
performance,

3. Find out if comecting typographical erors can improve classification
model performance.
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from the Kaggle and



1.6.2  Problems Analvsis

Naive Bayes is an algorithm that calculites the probability and performs
classification by finding the maximum value of the posterior probability. The
posterior probability is obtained from calculating the likelihood probability with
the prior probability. Typographical errors can cause the likelihood probability to
be 0 because when the words ore vectorized, the occurrence of this word will not
exist; hence, 1t will make the likelihood va ue 1o 0, which will affect the posterior
probability later.

pyspelichecker. and sklea

1.6.5 Testing

Testing in this study will use several datasets shown in Table 1.1 and the
word frequency list used for the pyspellchecker shown in Table 1.2 below.



Table 1.1 Dataset

Dataset Source
Yelp hitps://romisatriswahono. net/lecture/dm/romi-
Amazon dataset.zip
" hitps/www kaggle.com ankurzing sentiment-
Financial analysis-for-financial-news?select=all-
data.csv

perfmmm&ﬁmdwﬁlbenedwlth
slidation and compared to the modgl's pérformance bef
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1.7 Systematics Writing
CHAPTER | INTRODUCTION

Contains the background, problem formulation, problem limitation,
research purpose, research benefits, research methods, and writing systematics.
CHAFPTER Il RELATED WORKS
ed and reloted to this research.

This I;hﬂ]ltﬂ'mm the th m,_-.

CHAFTER 11 RESEAE




	Skripsi-18.61.0149-AzizYogoUtomo_014.pdf (p.1)
	Skripsi-18.61.0149-AzizYogoUtomo_015.pdf (p.2)
	Skripsi-18.61.0149-AzizYogoUtomo_016.pdf (p.3)
	Skripsi-18.61.0149-AzizYogoUtomo_017.pdf (p.4)
	Skripsi-18.61.0149-AzizYogoUtomo_018.pdf (p.5)
	Skripsi-18.61.0149-AzizYogoUtomo_019.pdf (p.6)
	Skripsi-18.61.0149-AzizYogoUtomo_020.pdf (p.7)

