TESIS

SENTIMEN ANALISIS BERBAHASA INDONESIA MENGGUNARKAN
DEEF LEARNING

Disusun oleh:

Nama : Lilis Kurnlasari
NIM : 17.51.0982
Konsentrasi  : Business Intelligence

PROGRAM 5TUDI 52 TEKNIK INFORMATIRA
FPROGRAM PASCASARIANA UNIVERSITAS AMIKOM YOGYAKARTA
YOGYAKARTA
2020



TESIS

SENTIMEN ANALISIS BERBAHASA INDONESIA MENGGUNARKAN
DEEF LEARNING

SENTIMENT ANALYSIS IN BAHASA USING DEEF LEARNING

Diajukan melzhu Jalur Jurnal Bereputasi
untuk memenuhi salah satu syarst memperoleh derajat Magister

Disusun oleh:
Nama : Lilis Kurnlasarl
NIM : 17.51.0982

konsentrasl  : Business Intelligence

FROGRAM STUDI 52 TEEKNIK INFORMATIKA
PROGEAM PASCASARJANA UNIVERSITAS AMIKOM YOGYAKARTA
YOGYAKARTA
020



HALAMAN PENGESAHAN

SENTIMEN ANALISIS BERBAHASA INDONESIA MENGGUNAKAN DEEP
LEARNING

Ei




HALAMAN FERSETUJUAN

SENTIMEN ANALISIS BERBAHASA INDONESIA MENGGUNAKAN DEEF
LEARNING

SEMNTIMENT ANALYSIS IN BAHASA USING DEEF LEARNING
Mpersiapkan dan Msusun oleh

Lilis Kurpiasari
zulm
Telah Diugikin Mﬂqhuglumn Tesis
: Pn;;ﬁiﬂ ﬂﬂ.ﬁm Informatika

AMIKOM leh::h
i, 8 ol 2020,

Pembimbing Utama
D mio, 5.5 M.T. Prof. Dr. Ems ; M. Kom.,
NIK. 1

NIK. 190302037

NI 190302036

Tests in-telah diterima schaza suluh satn persyaraan
untuk memperoleh pelar Marisier Komputer

~ Yogyukarta, 8 Joli 2020
Direkiur Program Pascasarjana

Dir. Kusrini. M.Kom,
NIE. 190302106




HALAMAN PERNYATAAN KEASLIAN TESIS

Yang bertandatangan di bawah ini,
Nama mahasiswa : Lilis Kurniasari

Yogyakarta, § Juli 2020 |
Ym iy

==



KATA PENGANTAR

Alhamdulillah, segala puji syukur penulis panjatkan kehadirat Allsh SWT,
atas segala karunia dan ndho-WYA, sehingga tesis dengan judul “Sentiment
Analisis Menggunakan Recurrent Neural Network™ ini dapat diselesaikan.

5. Bapak ibu yang sens

6. Keluarga bapak Suharto yang telsh memberika
studi.

7. Temen teman mahasiswa Program Stedi Magister Teknik Informatika
Universitas Amikom Yogyakarta.



Dengan keterbatasan pengalaman, ilmu maupun pustaka yang ditinjau,
penulis menyadari bahwa tesis ini masih banyak kekurangan dan pengembangan
kritik dan saran agar tesis ini lebih sempuma serta sebagai masukan bagi penulis




BAB I

PENDAHULUAN

Pemrosesan hahass alami (NLP) telah menjadi salah satu bidang penelitian
paling aktif selama dua dekade. Popularitasnyn menarik para peneliti untuk
memeriksa data, penasibangan webgdan teks. dan pengambilan informasi [1]. NLP
telah berkembging dari kompiter H-ﬂﬂ.nﬁhjﬂmﬂﬂh Sosial, menguntungkan
bidang terkmit seperti pemasaran, keuangan, politik, komuniknsi, dan sejarah secara
€ T e e e
manusia dan memengaruhi perilaku. Ini menggerakkan |
mmgﬂmm sampai batas tertentu, berdampak pada cata orang lain melihat

ustsi dunia. Individu dan organisasi membutuhkan pendspat ketiga
ﬂ-hmnmihnkewm [2}{5]. Karen it organisasi perlu mendengarkan
pendapat pengguna tentang produk dan layanan mereka. Selain ftu. ada beberapa
cara untuk menganaliss opini, termasuk analisis sentimen. Ini adafgh sistem yang
pembelajaran 2], 6] Studi ini menguii bagaimana deep leaming dapat diterapkan
dalam analisis sentimen dalan Bahasa, Ini-berfujusn wnfuk membantu organisasi

_persepsi

memahami pendapat dan persepsi'pe].anggan.t.énla.ng produk.

Penelitian ini mengpunakan deep learning untuk menganlisi sentimen dan
pengguna website traveloka. Algoritma yang digunakan adalah Recurrent Newral
Network. Recurrent Neural Network berfungsi untuk mengklasifikasi sentiment.

Data set vang digunakan dalam penelitian ini data review pengguna hotel pada



[

website Traveloka. Data review pengguna Traveloka diproses menjadi vector kata
dan data sets. Kami menggunakan word2vec untuk mengubah data review yang
berupa string menjadi vector kata. Framework Tensorflow dan Bahasa
pemrograman Python digunokan untuk menjalankan algoritma Recurrent Neural
Network.

Penelitian perii bertujuan tmtuk mengukis keakuratan model klasifikas
analisis sentimen meng; mendalam. dan jaringan saraf
Penelitian g m"—“ﬂmm Recurrent Neursl Netwark (RNN) dan
mi??.;f‘melitim wﬂeﬂgm membuat ww!mlisis sentimen.
Kemudian, model itu diuji melalui eksperimen. Dalam penelitian ini, kami
menggunakan dua klasifikasi (positif dan negutif). Hasil penelitian menunjukkan
buhwa pendekatan model memiliki akurasi yang lebih baik dengan model
jpembelajaran mesin lunmya dengan hasil akurasi adalah 91.98%.

Penelitisn kedua mengusulkan Recurrent Newral Network (RNN) -Long
m:ﬂmmry Term (LSTM) dalam mengklasifikasikan polarifas sentimen dalam
kcnmmpﬁmmm}'mﬂ belpdmﬂ.-nﬂi dalam algoritma RNN
selama pelatiban [7]. Pertumbuhan vekior gradien menycbabkan jaringan RNN

mengalami kesulitan dalam mempejajarf urutan bersarang [ 7). Representasi kalimat
cukup sulit dalam pemrosesan bahasa alami, termasuk analisis sentimen. LSTM
memiliki kinerja yang unggul dalam pemodelan kalimat yang berhubungan dergan
tantangan tersebutl [8]. Saat ini, dataset sentimen berlabel manusia dalam Bahasa

Indoensia jarang tersedia. Dataset twitter dan Instagram hanya terdin dari kurang



dari sepuluh ribu kalimat 9], [10], Penelitian ini selanjutnya mengevaluasi RNN -
Penelitian ini juga mengembangkan dataset sentimen dalam Bahasa, yang memiliki
25.000 kalimat, baik positif maupun negatif. Studi ini mengusulkan model untuk
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PUBLIKASI FERTAMA

Introduction

Currently, internet users in the world continue to expenience rapid growth

Many algorithms are used in research in the field lmlysis,ﬁxemmle
noble of algorithms using traditional machine leaming such as Support Vector
Machine, Naive Bayes, and leaming using in-depth leaming madels [5], [6].
Research using deep learning shows better results such as the classification of text.

images, sound. and video. The working principle of deep leaming using a neural



network follows the architecture of neural networks in the human brain. One of the
neural network architectures used in analytic sentiment is recurrent neural networks
(RNN). RNN algorithm will associate each word in the input with a certain time
step. Simply put. the RNN will map the order of inputs into a vector of fixed size
[7]. Therefore, this study uses the RNN architecture to calculate word dependence

in sentences on NLP.Beside RNNin this study |

ing recurrent

of dats to test

Eiing s o et o
@ and negative review:

several traditional machine learning algorithms such as SVM and Naive Bayes in
their researches to analyze sentiment from IMDB movie reviews.

Most of the previous studies use data sets in English and few use data sets in Behasa
Indonesian. [12], [13], [14]. [15] conduct sentiment analysis research using data

sets in English. Chinese and Indian. [16] use the RNN algorithm in their research



to analyze sentiments in Malayalan language. The accurscy produced from the
study is 80% and can still be improved using deeper datu sets. [17] analyzes the
performance of RNN and LSTM in classifying analytical senfiments for movie
reviews. The results of this study show an sccuracy of 86.74%. From this study,

Figure 1. Framework of Model



a. Word Vector Model
From the process of scraping and scrawling we get structured data with
string format. We must convert the data into vector form. We use word2vec to
convert string words into vectors. Word2Vec is a tool developed by Google [21].
sy Jooking at the context of words with

This study uses the RNN algorithm to elassify sentiments. RNN has a temporal
aspect of the latter. This temporal aspect makes RNN different from feedforward
neural networks. Figure 3 present that the RNN algorithm has the same number of
time steps as the maximal sequence.
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Figure 3. Number of Time Step
Beside the time step. there is a new component called the hidden state vector (ht).
This vector has a function 1o encapsulate and to summarize all information in the

m of sigma or tan.

hi'=aijw" By + whx )
mula, w represents the weight matrix. Wh is a matrix that
e sip. W 4 it b it

wei;ghtmﬂlnx.lnin the results are entered into the soft

a. Experimental Word vector {Embedding matrix)

The word2vec model, has a matrix containing 136,281 vector words with
dimensions of 300 for each vector. The model will be divided into two parts. The
first part is a list of words used in python and the second part is an embedding
matrix with dimensions of 136,281x300 which is used to hold all the values of the



word vectors. This model collects words that have contexts that are almost as close

as together in g vector space table 1.
Table |. Word Vector

Waord nrakan merkanan Sarupan Breukias
Positive - = en -
Yector (1. 733080 L THIGRD D631 7Th 0631776
. Ward Sorok Krsam Kot ekl
Negative — o - T Py
Vectar 1.5276AD uAITEed 1385771 1381265

The next step is 1o make o representation of each word vector. They use a

Tensorflow finction to take two argiments. The first drgiment is used to take the
matrix from word2vec and the second argument to refneve the index of each word.

Viector index is an index of rows for each word such'as in table 2.
Table 2. Index Word

scnlenee Sarver stk kevimarr fnoty et kabam remcerg bersih dik sefar
word, | smva | swka | Keway | Lidas | Deber | Kolam | Renong | Beexih | Dain| segar
mude 56 | 2o0 T2 0] 138 44 49 HH 3 1353

b.. Experimental Data Set
They use 3000 dam sets to train the model. The data sets 15 divided into two,

i.e. positive and negative. Each data sets is stored in o file with csv extension like

in table 3,
Table 1. Review of Data st
Pusitive review Megathve review
Taotal File 2,500 2,500
Totul mords ORD RH L0533, 227
Average words e 33.33
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Figure 4 is a visual form with histogram format from a data set review. From the
histogram, the average number of words is below 50. Then the max sequence value
for our model is 30, The average number of sentences in the model is used as the

max sequence length.

] m: L1l Lo L s of
L L ]

Figure 4. Histogram review data set
They create a set of matrices from the dati sets above. RNN requires a collection
of these matrices as inpul, From the trmining process They get 5000 % 50 matrices.
Tahle 4 shows the example of mdex vector for & sentence. The dote sets sets are
then broken down by 75% for the troining data sets and 25% for the testing data
sels.

Table 4. Data st matrix

Senienie
Sl Tt Bty Medel myami sepert Lita anencenmiil 3 fmar ety kevojaan don rungan
hesar daw memiliki ruang tevpisal Hotel ind oo, o enek, Cume falome keel,
ek umik sty mobil. Sewnns Sk bk sal ]

 Index veeior
403 # 183 37 RIR 146 [ 154 [ 1188 | 72 395
15900 3 478 | 3 3 w2 [ 391 37 10 185
212 i3 5 | 2477 [ 169 87 R 074 | o2 ET]
108 g | 387 il i [0 il i [0 il
[ i 1 0 0 0 0 i [0 ]
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€. Experiment RNN
They used some hyperparameters for creating RNN model in table 5.
Hyperparameter is used to improve the performance of the model.
Table 5. Hyperparameters

amw ramm smEe bees mEmm vems [l ::IE.- e

B =] i -

Figure 5. Accuracy and Loss
Figure 5 shows that pretrained model has accuracy approaching 92%
percent and loss approaching 0 percent. As a comparison material in this study they
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also conducted a test using other algorithms such as CNN, Naive Bayes. RNN conv.
Accuracy results can be seen in table 6. These results show that RNN with

Word2vec can lead to better accuracy rate than the other model.

Table 6, Accuracy

analysis using RNN
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tions need the opinions of others to b
what decisions or steps fo take [2-5]. Tl

such as learning techniques [2,6]. We will examine
in sentiment analysis in Bahasa. This study is done to help organizations get a
picture of their product,

One area in machine legrning is structured leaming which is commonly

known as deep learning and hierarchical learning. For each problem and leaming

l6
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technology there are various deep learning architectures that can be used [7.8]. Each
architecture 1s built on a network that is different from the function of each. One of
the architectures is recurrent neural network (RNN). NLP has a temporal aspect
where the word in the sentence has a dependence on the word before and after it,
this research used RNN to reduce the dependence of each word in a sentence. RNN
associates each wordin the order Mm:mth a certain time step. Each
number of time steps will be equal to the maximum sequence length of each word.
Along with the time step there is a new component called hidden vector. Hidden
wector summarizes all information in the previous time steps. Traditionally, a
simple strategy for sequencing modelling is to map the order of inputs fo. fixed-size
vectors using one RNN [9]. We also implemented Long Short-Term module
(LSTM). This module is useful for overcoming the problem of growth of vector
gradient components that potentially exist in the RNN algorithm during :Elﬂ'ﬁining
period [ [0]. Gradient vector growth has caused the RNN network to experience

difficultics in md:.ring sequences in sequence [| I]._ﬁumljﬁml sentiments there

T ::lruing thdinﬂﬁﬂlhg representations of
words nrmﬁm‘hﬁlmﬁm perfnrmmm,hrwﬂmgthe'm challenges
[12] The purpose of this research is to evaluate and apply deep leaming models,
specifically, RNN-LSTM. This is achieved using the user reviews dataset from the
Traveloka website, which receives 28.92 million visitors and 78.49% user traffic in
Indonesia [12,13]. In 2019, it had more than 500,000 hotel user reviews in Bahasa,
This research considers positive and negative opinion polarization in training and

testing the model. Most of the existing work on natural language processing (WLP),
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including sentiment analysis, uses English text [14,15], RNN - LSTM had excellent
performance in several studies on sentiment analysis using the English text dataset
[16,17]. Currently. the human labelled sentiment dataset in Bahasa rarely available.
Dataset twitter and Instagram consist of only less than ten thousand sentences

[18.19]. This study furthermore evaluates NN - LSTM to recognize a sentence

value can still be improved by using a deeper dataset. What's interesting about this
research is that this method can be implemented using other languages. The RNN-
LSTM method is two models that are often used to analyse sentiment.

Fenna Miedema [17] in a study enitled Sentiment Analysis with Long

Short-Term Memory Networks conducted a study to find out why the RNN-LSTM
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model works well for analysing sentiments and how these models perform. LSTM
ismmcm&mmﬁmmemmmmmhwm&e

model can correctly classify 86.74% of the total reviews into the validation set. This

model is very sensitive to overfitting but provides good results even without setting

using o 1,720
dataset in Bahasa had an o ! smanto [ 18] used a Naive
Bayes method for classifying twitter user reviews in Bahasa. This research
classifled reviews in positive and negative aspects. The details are summarized in
Table 1.
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Tahle 1. Literature review resume

Mithwy ) A
Reference puitiveNepative! | Lanpuspe Clunsifier P
nieniral 5
Sharsmn-Mehr {21 Enpdish XM + unpd2ive 0%
Himgw wlal [20] L ] Enclish Mane Hayes E2%
Aber o et ol [34] BB Leselish WA Rt
S5V Limen L XL
Tammmarm Aditya [15] SO0 500 Fnghsh 2dayer NN RRA4%
RachM-RNN B3 REY
WAoo g SN 058
Ad-wmmenls eial [17] 1428 A T T LTS
Lei Zhame [27] L] Chingss XM LU
ML Heilal [24] RRETSE ] Ahic AN +L5TM fd b
NN T1.A0%
Porups [25] N TII0N Thai L5TH L )
BiASTM 5%
Whermi e 1] 500FI50 Mabyahem | ENN=LETM B
P Miedema [ 17] SO S0 Lnselish NN+ LETM BhA
Waitiates [11] Batasa Nane Bayes LIE et
- Bappon Victar N
I [T7] Bado Mnci B550%
Kesimwan [ 28] ANF LI Badasa e Haym TRIR.
Hermae | (5] ([ PESY Taive Flryes

Methodology

Figure | illustrates the proposed fromework. A total of 1.8 million reviews
were collected from the traveloka website during 2018 august. The data is used as
8 ¢orpus to create word vectors. Positive and negative 25000 reviews and labels
were randomly selected. The kabeled reviews are used as training and testing data
sets. Word2vec is & two-layer neural network that processes words in the corpus
inte a collection of vectars for the inner network to understand them. Our model
uses an RNN-LSTM algonthm to classify user reviews. Word2vec transformation
needs to transform the word into a vector to satisfy the required input of the LSTM

network.
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Traveloka Data Revies
Wardlvectar
| Dutsae
l Poutive B Negalve
02BN dmersonal
‘Embedding Matr and woed

word vector mathematic: de with the snme distance are often close to each
other in vector space. Representation of word vectors is called embedding words.
Fairly accurate guesses can be made on the meaning of the word with enough data
and context. This improves the performance of the recurrent neural network
algorithm used in the model,



a. Word2Vee

Google developed word2vec initially implemented two algorithms called
skip-gram models and a continuous bag of the word (CBOW) [29], Word2vec takes
a word from the corpus as input and produce word vector as output. It works

Figure 2 shows an example of the implementation of the word2vec model

in Bahasa and English. On the left, a piece of Word2vec result in Bahasa, it group
Bersih (clean) ond Kotor (dirty) words. Semantically, closer words are located
firmly in the vector space on the right side of a word2vec for English. Table 2 shows



the word vector in Bahasa and English. Bersih is adjacent to the word vector Bersih,

Bersih, Bersih, bersi. and clean close to bright. shining, fresh. while dirty close to

dusty, mesy. and muddy. RNN reguires this cluster for the starting point of training.

Table 2. Words Vector

Word Bersih forwifikan Kotar kerloran
Bahasa =

Victor (. AB0 3600 (.270824 (0.52TRA 0, 460 Ty

Ward Clean cleaming ity dirt
English =

Vector (LaSEET2 [LATROE (LBE0ERT 040235

Ward vector model produces a matrix with 136,281 words vectors, each

with 8 dimension of 300. Two data structures were created for the trining process.

Firstly, 136,281 words vectors were made to a list in Python. Secondly, 136,281 x

300 umb&:kii.ﬁ;umm'cus to load all values of the word vectors wens made.

The next step involves making a vector representation of the input sentence.

The function of Tensorflow embedding was ufilized to get word vectors.

Embedding tensor has a function for retneving the embeddmg matrix. 1t is also

useful ﬁlr retriieving the index of each word in the sentence, The indexof each word

also represents the index of the word vector, This is basically a row index of each

word in the input sentence. Table 3 shows.an :mm:ipl: index word vector for a

sentence "pagi pagi sarapan nasi goreng di Kasur sambil nonton remang”™.

Table 3. Index Words Vector

sentence | Pogi Pagi sarapan nasi goreng di Kasur sambil nonton renang

word Pagi

Pagi

Sarapan | Masi

Goreng

Dy

Kasur

Sambil | Nonton

index 548

548

130 235

226

19

461

1068 | 2669




b. Recurrent Neural Network

Recurrent neural network architecture overcomes temporal aspects in NLP.
This 1s where the word in the sentence depends on the word before or after it. In the
RNN structure, each word in the sentence is conrected to o certain lime in sequence
according to the input. Therefore, the number of steps is the same maximum length

of the word sequence in the sentence, 38 ﬂﬁmiﬂtﬂhﬁe 4,

Table 4. Number of Time Step
sentence Pagi _- Pagi Sarapan Nonton
g ; X1 : Xs
X X
Time t={1 =2 =3 T t=4

RNN applies current and past input sources for the process. Figure 4
explains the sentence "pag pagi sarapan nast goreng di Komar™ as an inputat the
moment and CONTEXT UNIT as the output of the previous moment or input in the
past. The last moment output in time step or t-1 has an impact en the current

moment’s oulpit at Lhe lime step ort.

he = @lw® ey + wixe ) (1)

However. the RNN maintains this sequential information in a hidden state.
This process achieves many time steps to impact the new process. It is formulated
into a mathematical formula (1), where ht hidden state is a function of the current
imput. multiplied by the weight matrix w, then added input to the past ht-1 multipled

by the transition matrix u. Weight matrices determine adjustments to current input



and the previously hidden conditions. Errors that occur are reprocessed by
backpropagation until the lowest error rate is reached.

‘ O T ¥ & [ x '

S [T T
Figure 3. Input RNN
pdate the weight matrix, Adam o

the passibility of positive ive or neg negative sentiment as shown in figure
"-':'-- CUDA was used in the training mod
nrocess uses two GPLUs from Invidia 1070

e

l"..[ L L™

== =]
|1-n’ pogi m-nl

MWax Sequence L engih

Figure 4. Binary Softmax Classifier
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€. Long Short-Term Memory Units (LSTM)

Long Short-Term Memory is a module in an RNN network that solves
missing gradient problems. In general, RNN applies the LSTM network to avoid
propagation errors. This enables the RNN learning through many steps of time.
LSTM contains cells that store information putsic

the data needs to be stored, written,

a recurring network. The cell is

m optimizer is utilized since it
has properties with adaptive leamning levels. Also, the 64 LSTM units are used for
this model training, though the number of units depends on the average length of
each review. Finally, from the previous embedding matrix process, the size of the

word vector 136281 x 300 is used,



Results and Discussion

The prediction of the aerodynamic coefficients of the imvestigated
projectiles shown in Fig. | was camied using the methods and the computer
programme described above, The effects of forebody and afterbody shapes on the
serodynamics at supersonic speeds are analysed in this paper.
a. Data Set

This stidy used the '{'ﬂh‘dﬂhmﬂ web and mobile application review
dataset. It consisted nftlrnﬂ:.r-ﬁw thousand datnsets divided into positive and
negative clisses, each with 12,500, The dataset is stored im 8 CSV file. Table 5

shows the review dataset.
Table 5. Review Data Set
Positive review Negatlve review
Total reviews 12,500 12.500
Total words 2,989,506 3.353227
Average words 2899 3353
Figure T shows a histogram of the sentence length distnbution of the review

dataset. Matplot library was used to visualize the data, We apply the visualization
histogram to know the average number of words each review. We use the average
word value as the value of the max sequence length of the model. Figure 6 shows
the distnibution of sentence length distnbuted between 20 to 140 words. According
to the histogram. the avernge review is under 50 words. The average value is used
as the max sequence length value at 50. Therefore, an input of over 30 words is

truncated.
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Figure 6, Histogram Review of Dita Set

b. Experimental Data Set Matrix

The model used four hyperparameters to improve the performance, as
shown in fable 6. In this work. there is a need to specify placeholders. Two
placeholders were created, one as mput imio the network and the other as labels.

Table 6. Hyperparmameters

No Hyperparameter Total

| [ Batch size i o
2 LSTM umit b
3 Number of classes 2
4 [ Number of training iteration Tooon

Labels' plamhnlﬂm contpin ¢ set of [1.0] yalues representing a positive
review datuset and [0.]] representing & negative review dataset. Placeholders have
rows that represent the input of each training dataset. The model also uses

placeholders to hold input data as input into the system, as shown in figure 7.
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Figure 7. Placeholder on LSTM
With placeholders. the model runs the TensorFlow logkup function to
@@m-ﬂrd w:lnr:.-ma by word2vec in__.il];'u'ﬁ .:_Hl:#imlprﬂtess. The word
veetors. also called embedding matrices, with plsceholders return fhe 3-D batch
tensar dimensions with the maximum dimension sequence length of the embedding
matrix shown i figure 8. Using the 3-D test makes it easier to visualize the mput

daty 1 an integer form on TensorFlow.
PP LR AL FR TS
Fhan smqmim baegpre 88
L
Rash
oy Fwars
E Normr
ol

Figure 8. 3-D Dimension
The results of the above process form data as integers and input into the
LSTM network. The integer data 1s placed into the LSTM unit used with a function
in Jupiter, After the LSTM is filled with data, the system wraps the cell in the

dropout layer to prevent overfitting. The selection of LSTM network architecturs
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helps to utilize hidden state vectors. This process is achieved by stacking a lot of
LSTM cells. This ensures the model maintzins information from long-term
dependence: otherwise, it can be used to provide parameters to the model,
Therefore, the LSTM network usually takes a little longer in the leaming process
and more training examples. Figure 9 shows.an overview of the model. The input
is an embedding mutrix with s mu-im'-hngi of 50. Afterward, 64 LSTM
cell with four gates esch was used. The output loyer using binary softmax process
64 LSTM outputs to make predictions [ 0] or [(,1],

T PEEEHUER T PR

han S Lo 8

s e -l
Sl VTR ‘ i J ﬁ
nam

Figure 9. LSTM Network
The first output of the dynamic RNN function can be considered as the last
hidden state vector. This vector might be reshaped and multiplied by o final weight
matrix and a bias term to obtuin the final cutput values [25] The model ensures the
prediction formulation works cormrectly using the maximum value index of all two
output values matched with the training data set label,
¢. HResult and analysls
The first analysis step involves defining Tensorflow and loading the reviews
and labels. then running function in the training session. This function has two

arguments, specifically fetches and feed dict. Essentially. the fetches argument
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defines the value of the computational process, while the feed_dict argument enters
the data. Both arguments are for floating all input from the placeholders. The data
structure serves as input to batch reviews and labels. Also, the training process
repeats according to the number of iterations, which are set to [0000 iterations.

From the training set, an accuracy of 0.950%.and the loss value of close to zero%

P -

DCOR R000K 40000 G000 -8 E00K ‘:‘I:Iﬂ._'il
nE0

Figure 1 1. Model Training Loss
From Figure 11 and 10, the losses decrease while performance accuracy
increases. However, it should be monitored for possible overfitting during training,
which is a common phenomenon in machine learning [27]. It occurs when the



model becomes compatible with the dataset to reduce losses to zero. Therefore,
training stops before the loss value reaches zero to anticipate overfitting based on
intuition techniques. For comparison, training using other machine leaming
algorithms such as CNN, Naive Bayes, and conventional RNN was conducted. The
evaluation result of each algorithm is showawrin table 7. These results indicate that
RNN-LSTM achieves better sccuracy compared to the other model. Thew accuracy
cannot be directly eompared since the dataset is different.

Table 7. Result Comparison

Model ACCUracy daiasel
CNN + Word2Vee [31] 0.91323 UCI & Knggle
WNaive Bayes [31] 0441 UCT & Kaggle
RNN Conv [32] 08977 WWW.ID.COM
RNN + LSTM 0.950 www.traveloka.gom

A model validation test was conducted using four-fold cross-validations.
The dataset was divided into four equal sizes, as shown in table 8. Furthermore,
four experiments were conducted with composition, as shown in table 9.

Table 8, Data Set Group

Fold1 | Fold2 | Fold3 | Fold4
25% 25% 5% 5%

Table 9. Experiment Cross-Validation

Experiment Tralning Testing
exp | Fold | Fold 2 Fold 3 Fold 4
exp 2 Fold | Fold 2 Fold 4 Fold 3
exp 3 Fold | Fold 3 Fold 4 Fold 2
exp 4 Fold 2 Fold 3 Fold 4 Fold |
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The validation test results are shown in Table 0. From the validation test, the

average value of accuracy of M4.88% and o standard deviation of 0.4426 were

obtained.
Table 10. Confusion matrix
Exp [ Accuracy | Preclsion | Recall | FI Score
| 04.44% 90:21% O781% | 03.64%
2 96.11% D678 9397 | 95.73%
X 03.74% 04.45% BOOR% | 92.45%
4 95.24% D287% D6.51% | 84 80%
Conclusions

This study proposed a model for sentiment analysis using RNN-LSTM for
the Indonesian language dataset with 25,000 human labelled sentences. The RNN
in the model is implemented using the TensorFlow framework which helps to
classify sentiments and understand the natural languages. Moreover, the results
from the experiments showed that RNN-LSTM has 95 (%% accuracy, otttperforming
CNN+word2vec, natve Bayes, and RNN Conv. In the tmining process, intuition
techniques were used to solve overfitting problem that offen occurs during the
training process. However, scientists have recently proposed grid LSTM with high
performance in some applicaticns, though it I]nﬂii be used 1o improve the
performance of the sentiment classifier m future. This research used only positive
and negative data sets. Future projects should use the three label data sets with mine

neutral to evaluate the performance of the model.
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